Homeworkb

PS 2010

Notice: The grading will mainly focus on the steps not the final results. This
means even your final results are wrong but you follow the correct steps, you will be
given the full score.

Random Sample and Sampling Distribution

1. Sample mean: 7 = THOEEHAEHTEOLTEOLS — 5.8 Sample variance: s> = § [(7—5.8)2 4 (6 —5.8)2 + -+ + (5 — 5.8)?] =
£(27.6) = 3.067. Sample sd: s = /3.067 = 1.75

2. In this question, because we know the population variance, and the population is normally
distributed, we can use z statistic. We need to transform to standard normal and then calculate
the probability. P(—3 < X —pu < 3) = P(=3v9/4 < /n(X — u)/4 < 3v9/4) = P(—2.25 <
V(X —p)/o < 2.25) = 0.988 — 0.012 = 0.976.
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We first calculate the expected value of each estimator.
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Thus we see that each estimator is unbiased. Next we calculate the variance of each estimator.
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Since each estimator is unbiased, and for any estimator
MSE[d] = E [(é - 9)2] — (bias[])? + var[d]

we see that the resulting mean squared errors are simply the variances.
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Bias and Consistency

6.

First, note that X,, = % >, X; is an unbiased estimator as we have seen many times before.
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Also, as we have seen before, the variance of X, is given by
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Since we have an unbiased estimator, we simply need for the variance to vanish as n goes to

infinity. We see that

lim Var [Xn} = lim l =0
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Thus X,, is a consistent estimator for 6.

Confidence Interval in Large and Small Sample

7.
1) Here, we have a "small” n, o unkown, and a sample from a normal distribution, so we use
the confidence interval
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We have,
e n==0
e 7 =214
e s=0.8

e 1—a=0.95 s a/2=0.025
® ta/2n-1 = to.0255 = 2.571

Therefore,

214+ 2.571%
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2) Here, we have a "large” n,o unkown, and a sample from a normal distribution, so we use
the confidence interval s
T+ Za/Qi

NG

since for ”large” m normal is a good approximation of t.

We have,
o n =42
o T =172,
e 5=238,

e 1—a=0.90,so a/2 =0.05,
° ZQ/Q = Z20.05 — 1.645.
Therefore,

172+ 1.645i
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8.
Here, we have a "small” n, o unkown, and a sample from a normal distribution, so we use the

confidence interval s
T tono1—e

Vn
We have,



n = 25,
T = 56,
s =28,
1—a=0.99, so a/2 =0.005,

tas2,n—1 = t0.005,24 = 2.797.

8
56 +2.797—
V25

_ o7
749
20.05 = 1.645

P —p)

p= =0.53

I S8

Za/2

ﬁ + Zoz/2

0.33(1 — 0.53)

0.53 +1.645
749



